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OVERVIEW 

  Goals of STRATOS Topic Group 2 (TG2) 

 Importance of Flexible Modeling of Non-Linear (NL) associations of 
Continuous Variables with the Outcome: 

  Drawbacks of Categorization 

  (selected) ‘Smoothers’ to estimate NL associations 

  Empirical Examples of important, Clinically Plausible NL associations   

  Reasons for, and Implications of Bias due to imposing Linearity A Priori  

 

o Comparisons between different Smoothers:  

 Summary of (very few) published Simulation studies 

 Selected empirical comparisons in Real-life analyses 

 

o Survival analysis:  NL vs Time-Dependent (non-PH) effects  

 

o Impact of Modeling of Continuous Variables on Variable Selection 

o (selected) Variable Selection approaches 

o Summary of recent Simulations re: Variable Selection methods 

o CONCLUSIONS: 

     Un-resolved issues that need to be addressed by TG2  
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MAIN ISSUES ADDRESSED BY TG2 

 

 TG2 focuses on 2 inter-related questions,  

     common to all multivariable explanatory* models: 

 

 Selection of  ‘relevant’ Variables  

    (independently** related to the outcome)  

 

 Choice of the Functional Forms for Continuous Variables. 
(modeling of the independent (adjusted) associations of each 
Continuous Variable with the Outcome)  

 

        ** In explanatory models  (as opposed to prediction), we: 

 try to determine ‘which variables have true’ associations, and 

 Not to include ‘spurious’ variables  

        (even if they may improve prediction of the outcome) 
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 Review of Recent Literature indicates that CATEGORIZATION  

    of Continuous Variables is still Very Common in Both Clinical & 
Epidemiological research 

 

 Yet, Several Drawbacks of Categorization were demonstrated [1]:  

 

 Implausibility of the Step-Function effect & ‘Local Bias’ [2] 

 Arbitrary cut-offs for categories often vary wildly across studies of the same 
predictor-outcome association [3], inducing spurious differences 

 ‘Bad’ A Priori selection of cut-offs results in worse fit to data and increased 
Type II error 

 If cut-offs selected A Posteriori: standard Inference is Not valid, increased 
risk of Type I error and overfit bias [4] 

 

1] Royston et al. Stat Med 2006, 25: 127-141. 

[2] Sauerbrei et al. Br J Cancer 1999; 79: 1752-1760. 

[3] Malats et al. Lancet Oncology 2005, 6:678-686. 

[4] Schulgen et al. AJE 1994, 140(2): 172-184. 
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DRAWBACKS OF CATEGORIZATION OF 

CONTINUOUS PREDICTORS  



FUNCTIONAL FORM FOR CONTINUOUS 

INDEPENDENT VARIABLE 

 To understand the role of Continuous Predictor (X) in an Explanatory Model (for a 
given outcome), we need to estimate the etiologically correct’ Dose-
Response function g(x) (a continuous, smooth transformation of X) 

 

 Conventional models usually A Priori assume that: (a) either  g(x) is 
Linear & include Un-transformed X: g(x) = βx, or (b) g(x) is a specific 
conventional simple parametric transformations [e.g. ln(x)  or exp(x)] 

 

 Linearity assumption is convenient (effect of X summarized by a single β, 
parsimony = improved power), and often adequate 

 

 Yet, Linearity should not be imposed a priori:  

     there are numerous examples of systematically Non-Linear or  

     even Non-Monotone associations, e.g.: 

 

 BMI  all-causes mortality: both Obese and  ‘Skinny’ subjects have Increased Risks) 

 Age at diagnosis  mortality in different cancers: 

     Young age at Diagnosis -> more aggressive disease,  

     Old  age ->  increased risk of all-cause mortality, worse tolerance of  treatment 
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OPTIONS FOR FLEXIBLE MODELLING OF THE 

FUNCTIONAL FORM FOR CONTINUOUS VARIABLES 

 Flexible Modeling techniques, proposed to estimate Non-

linear (NL) effects of Continuous Variables, with different 

Smoothers, include e.g.:  

 

 Fractional Polynomials (FP) [Royston & Sauerbrei2008; Royston & Altman 1994] 

 

 (un-penalized) Regression Splines [Ramsay 1988; Abrahamowicz & MacKenzie 2007] 

 

 Restricted Cubic Splines [Harrell (2001; 2015)] 

 

 Penalized Smoothing Splines [Gray JASA 1992] 

 

 Generalized Additive Models (GAM) [Hastie & Tibshirani, 1990] 

 

 ... + several other types of  Splines (I- , P- ... – splines) 
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SMOOTHING SPLINE ESTIMATE OF NON-LINEAR 

EFFECT ON BMI ON THE LOGIT OF THE PROBABILITY 

OF CORONARY HEART DISEASE (CHD) DEATH 

 [Abrahamowicz et al, Am J Epidemiology (AJE) 1997] 
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SMOOTHING SPLINES (GAM) ESTIMATES OF NON-

LINEAR EFFECTS OF CONVENTIONAL CHD RISK 

FACTORS ON THE LOGIT OF CORONARY HEART 

DISEASE (CHD) MORTALITY 

[Abrahamowicz et al, Am J Epidemiology (AJE) 1997] 
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Cholesterol (X) vs. Logit of prob. of CHD Death (Y)  

[Abrahamowicz et al, AJE 1997] 

 

 

 

 

 

 

 

 

 

 (a) & (b): full range of X; (c) & (d) X<250; (a) & (c) linear (βx); 

 (b) & (d) Smoothing Spline (GAM)  
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FLEXIBLE MODELLING OF CONTINUOUS VARIABLE 

AVOIDS “LOCAL BIASES” OF A LINEAR FUNCTION 



ESTIMATED REDUCTION IN CHD DEATH RISK (DUE TO 

CHOLESTEROL LOWERING INTERVENTIONS) DEPENDS 

STRONGLY ON LINEAR (L) VS NL/GAM (G) ESTIMATION 
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DIFFERENT CONCLUSIONS RE: STAT. SIGNIFICANCE 
(DEPENDING ON HOW A CONTINUOUS VARIABLE IS MODELED) 

AGE as predictor of Death or Recurrence in Breast Cancer 

(adjusted) [Sauerbrei et al, Br J Cancer 1999] 
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P-value    0.9                           0.2                               0.001 



 SIMILAR P-VALUES BUT DIFFERENT ESTIMATES 
(DEPENDING ON HOW A CONTINUOUS VARIABLE IS MODELED) 

# + NODES as predictor of Death or Recurrence in Breast Cancer: 

 

[Sauerbrei et al, Br J Cancer 1999] 
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P-value      0.001            0.001             0.001 



UN-RESOLVED ISSUES IN FLEXIBLE 

MODELING OF FUNCTIONAL FORMS 

 GENERAL: Which Smoother ? 

 Quasi-parametric Smoothers such as FP’s or Regression 
Splines facilitate Implementation & Statistical Inference 
[Wegman & Wright, JASA 1982] 

 

 Specific for SPLINES: 

 Type of Splines? 

 Number of Knots (=> DF ?) *** 

    Criteria for Choice: AIC, BIC, A Priori, Other ?   
     [e.g. Ruppert, JCGS 2002] 

 Knot Location ? *** 

    (only minor impact on the estimates) 

 

*** for Inference: Impact of Data-dependent choices on 
the Variance must be accounted for (e.g. by Bootstrap)  

     [Abrahamowicz et al, JASA 1996] 

13 





15 

REAL-LIFE EXAMPLE WHERE CUBIC REGRESSION B-SPLINES ARE 

ROBUST (1, 2, OR 3 KNOTS YIELD IDENTICAL ESTIMATES) :  
AGE-SBP RELATIONSHIP IN FRAMINGHAM STUDY (~ 2,500 MEN) 
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SUMMARY OF THE RESULTS OF (VERY FEW) 

SIMULATION STUDIES THAT SYSTEMATICALLY 

COMPARED SELECTED SMOOTHERS 

 [Binder et al. SIM 2013]: FP’s vs Splines in a complex 
multivariable linear regression:  

    FP’s fit better than Splines if ‘true’ g(X) simple, but Splines better 
for complex g(X) (non-monotone; sharp peaks ...) 

o [Govindaraju et al. Int J Biost 2009]: 3 types of Splines 
(Penalized P; Restricted Cubic RC; Natural) & FP’s in Cox:   

     FP’s best (min MSE) if true g(X) linear, P-splines best for Non-
linear or Non-monotone g(X) but inflated Type I error for testing 
NL effects; RC splines showed under-fit Bias; AIC too ‘liberal’ 

o [Hastie & Tibshirani, GAM monograph 1990]: Smoothing 
splines vs Regression splines vs Loess in GAM: similar point 
estimates for all smoothers (for equivalent df’s) 

o [Hollander & Schumacher, CSDA 2004]: FP’s vs RCS in 
Survival Analysis:  FP’s had lower Type I error & lower MSE   

 [Wand, Comp Stat 2000]: different Spline Smoothing procedures 
(with shrinkage): Natural Splines reduce the in-stability of 
conventional Polynomial Splines (e.g. B-splines) in the Tails  
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EXAMPLE OF A CLINICALLY-MOTIVATED 

COMPLEX SIMULATION DESIGN  

17 

Binder H, Sauerbrei W, Royston P, Statistics in Medicine, 2013 



REAL-LIFE RESULTS:  [GRAY, JASA 1992] 

SMOOTHING SPLINE ESTIMATE OF NL EFFECT OF AGE  

IN BREAST CANCER RECURRENCE (ASSUMING PH) 
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SMOOTHING SPLINE ESTIMATE OF  

TIME-DEPENDENT (TD) EFFECT OF AGE  

(ASSUMING LINEARITY IN LOG HAZARD) [GRAY, JASA 1992]  
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QUADRATIC REGRESSION SPLINE ESTIMATES OF EFFECTS OF 

AGE: NL  (TOP-LEFT) & TD (TOP-RIGHT)  [ABRAHAMOWICZ 

& MACKENZIE, SIM 2007]  IN DATA FROM R. GRAY (JASA 1992) 



COMMENTS ON 3 PREVIOUS SLIDES 

Penalized Smoothing Spline versus 

(un-penalized) Quadratic Regression 

B-splines yielded Very Similar 

Estimates of both NL & TD (non-PH) 

effects of Age at Diagnosis   

 WARNING: 

    Both types of Estimates may be Inaccurate if the 

A Priori imposed assumptions of (a) PH (for NL 

estimation) and/or (b) Linearity (for TD estimate) 

    are Invalid ?  
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INTER-DEPENDENCE OF NL VS TD ESTIMATES  

FOR CONTINUOUS VARIABLES IN SURVIVAL ANALYSIS 
[ABRAHAMOWICZ & MACKENZIE, SIM 2007] 

 Next Slide illustrates how the  

   TD Estimates for Age, and their ‘Statistical 

Significance’ differ depending on whether: 

  (a) Linearity of Age effect is imposed  

        (TD estimate in top-right panel, p=0.064) 

OR 

  (b) NL effect of Age is accounted for  

         (TD estimate in bottom-right panel, p=0.415) 
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[Abrahamowicz & MacKenzie, SIM 2007] 
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NL (LEFT) & TD (RIGHT) EFFECTS OF AGE: 

ESTIMATES (P-VALUES):  SEPARATE ANALYSES (TOP GRAPHS)  

VS MUTUALLY ADJUSTED FOR (BOTTOM GRAPHS) 
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IMPACT OF IMPOSING INCORRECT PH ASSUMPTION ON 

INFLATED TYPE I ERROR RATE FOR TESTING NL EFFECT 

(SIMULATIONS IN [ABRAHAMOWICZ & MACKENZIE, SIM 2007])  

Empirical Rejection Rates (α=0.05) 

H1 PH lin TD lin PH flex TD flex TD flex TD flex 

TDF DRF vs. 

True TDC True link H0 Null PH lin PH lin TD lin PH flex PH lin 

Null - 0.06 0.05 0.04 0.15 0.15 0.10 

Constant Linear 0.90 0.05 0.04 0.09 0.09 0.06 

Constant LLH 0.69 0.23 0.65 0.57 0.13 0.59 

Constant LHL 0.37 0.07 0.98 0.96 0.07 0.96 

Constant LHH 0.59 0.10 0.40 0.41 0.10 0.35 

Decay Linear 1.00 0.97 0.75 0.04 0.69 0.92 

Decay LLH 0.98 1.00 1.00 0.80 0.58 1.00 

Decay LHL 0.41 0.12 1.00 1.00 0.95 1.00 

Decay LHH 0.56 0.09 0.14 0.40 0.31 0.33 

Invert Linear 0.75 0.98 0.57 0.05 0.88 0.94 

Invert LLH 0.82 0.97 1.00 0.76 0.50 1.00 

Invert LHL 0.47 0.20 0.58 0.92 0.92 0.94 

Invert LHH 0.14 0.81 0.09 0.53 0.90 0.88 



 

 “SELF‐CONFOUNDING”  

 

 (Traditional) CONFOUNDING of  

   “Exposure Effect” occurs if another risk factor, 

correlated with "Exposure", is Omitted or 

Mis‐modeled (Residual Confounding) 

 “SELF‐CONFOUNDING” of a given effect of 

“Exposure” (e.g. TD) occurs if a Different 

Effect (e.g. NL) of the SAME “Exposure” is 

Ignored or Mis-modeled 

 Such ‘Self-Confounding’ may explain results for: 

(i) Real-life analyses of Age in Breast Cancer 

Recurrence and (ii) Simulations (shown, 

respectively, on the 2 Previous Slides) 25 
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IMPACT OF MODELING OF FUNCTIONAL FORM 

(FOR CONTINUOUS VARIABLES) ON RESULTS OF 

SIGNIFICANCE TESTS & VARIABLE SELECTION   

 e.g. in Survival analysis:  

   Failure to account for NL and/or TD effects of a 
Continuous Variable may result in a serious Type 
II error for testing its association with the hazard 
and, thus, Incorrect Elimination from the final 
multivariable model. 

 Simulation results for a binary covariate with 
a TD effect (‘Crossing Hazards’): 

  % rejection of H0 of No Association (at α=0.05) ->  

     % Selection into ‘Final’ multivariable model:  

    6 % in PH model vs 94% in Flexible TD/NL model  

 Mean LRT statistic for H0 of No Association: 

    0.88 in PH model  vs 27.43 in Flexible TD/NL model  

     

    [Wynant & Abrahamowicz, Stat Med 2014] 
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REAL-LIFE EXAMPLE OF LINK MODELING<->VARIABLE 

SELECTION: ALBUMIN IS ‘SIGNIFICANT’ PREDICTOR FOR 

MORTALITY IN NON-SMALL CELL LUNG CANCER ONLY 

(SIGNIFICANT) IF NL & TD EFFECTS ARE ACCOUNTED FOR 

(P=0.49 IN COX PH VS P<0.001 IN FLEXIBLE NL/TD MODEL) 



NL EFFECTS OF ALBUMIN DIFFER ACROSS FOLLOW-UP TIMES (TD EFFECT) 



IMPACT OF MODELING OF CONTINUOUS VARIABLES 

ON SIGNIFICANCE TESTING & VARIABLE SELECTION: 

RESIDUAL CONFOUNDING   

   Simulations demonstrate that: 

    Failure to account for NL (and/or TD) effects of a 
Continuous Confounder (correlated with the 
“Exposure’ of main interest) may result in: 

 a serious Inflation of either Type I or Type II error for testing 
the effect of exposure  

    [Benedetti & Abrahamowicz Stat Med 2004] 

 Incorrect Elimination of Truly Prognostic Variables  or their 
NL/TD effects from the final multivariable model, OR 
Incorrect Selection of ‘Spurious’ Variables and/or Effects 

    [Wynant & Abrahamowicz Stat Med 2014] 

 Conclusion: 

    the 2 Challenges  on which STRATOS TG2 
focuses are Inherently Related and need to be 
addressed Simultaneously 
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MULTIVARIABLE MODELS –  

METHODS FOR VARIABLE SELECTION 

Full model 

 variance inflation in the case of multicollinearity 
 

Stepwise procedures  prespecified (in, out) and  

                   actual significance level? 

 forward selection (FS) 

 stepwise selection (StS) 

 backward elimination (BE) 
 

All subset selection  which criteria?  

 AIC Akaike Information Criterion = n ln (SSE / n)    + p 2 

 BIC Bayes Information Criterion = n ln (SSE / n)    + p ln(n) 

                  fit        penalty 

Central issue: MORE OR LESS COMPLEX MODELS? 
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 Central Issue: Cut-off for Significance level 
(popular 0.157 (=AIC), 0.05, 0.01) 

 

           Criticism 

 

 FS and StS start with ‚bad‘ univariate models (under-fitting, 
No Control for Confounding) 

 

 BE starts with too many variables (over-fitting, over-
adjustment) -> usually less critical than problems with FS 

 

 INCORRECT INFERENCE: due to Multiple Testing 

 

 BIAS: Estimates biased (over-estimation of the strength of the 
association for variables that were selected into the final 
model) 

Stepwise procedures 



MANY MORE STRATEGIES… 

 Boosting 

 Triggered by high dimensional data: 

Many approaches based on regularization techniques 

Combining selection with shrinkage, e.g. LASSO  

[Tibshirani, JRSS B 1996) 

 Techniques based on resampling 
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DIVERGING OPINIONS RE: VARIABLE 

SELECTION APPROACHES FOR MULTIVARIABLE 

EXPLANATORY MODELS  

 1st Question: 

    Do we Need Any Variable selection ? 

 e.g. F. Harrell [2001; 2015] argues that NOT : 

 Penalized MLE can ‘take care’ of spurious 

variables by shrinking their estimated effects to 

(or close to...) 0 

 However, Assessing of the Performance of 

Penalized MLE in the context of Multivariable 

Models with several correlated Continuous 

Variables (possibly with Non-linear effects) 

requires More Empirical (Simulation-based) 

Evidence 



SHRINKAGE VS VARIABLE 

SELECTION 

35 
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6
 

Variable selection and shrinkage 



EVOLVING ‘PREFERENCES’ FOR METHODS OF 

VARIABLE SELECTION IN EPIDEMIOLOGY 

 In Epidemiological studies, multivariable models are 
typically built to Assess the Unbiased (“causal”) effect 
of a Single Exposure/Risk Factor/Treatment. Thus, 
other variables are selected mostly to reduce risk of 
Confounding Bias.    

 This led to Popularity of the “Change-in-the-estimate” 
[Mickey & Greenland, AJE 1993] in Epi research [Madonado & 
Greenland, AJE 1993], and ‘rejection’ of Stepwise 
methods 

 Yet, recent Simulations results suggest Combining 
Backward Elimination with Change-in-Estimate  

 [Dunkler et al, PLoS One2014] 

o Interestingly, Causal Inference experts Recently argued 
in favor of Adjusting for All Variables considered  
‘Causes’ of (a) Either (a) the Exposure, (b) Or the 
Outcome (i.e. May Not act as traditional ‘confounders’).  

• [Vanderwelde & Shpitser, Biometrics 2011] 

 



(MOSTLY RECENT) SIMULATION-BASED 

FINDINGS FOR VARIABLE SELECTION METHODS 

 Dunkler et al [PLoS One 2014]: 

   Augmented Backward Elimination (BE): combining BE 
with Standardized Change-in-Estimate criterion Reduces : 

   (i) Bias & (ii) Risk of Elimination of predictive variables 

o Van Houwelingen & Sauerbrei [Open J Statistics 2013]: 

    Shrinkage should be combined with Variable Selection   

o Tibshirani [JRSS B 1996]: 

    Advantages of LASSO: combining interpretability of 
results of traditional variable selection & stability of ridge 
regression  

o Vanderwelde & Shpitser [Biometrics 2011]: 

    combining traditional Propensity Score-based approach of 
Exposure determinants with selection of Variables related 
to Outcome   

 

 

 



COMBINING VARIABLE SELECTION & 

MODELING OF NON-LINEAR ASSOCIATIONS  

o Raheem et al [Comp Stat & Data Analysis 2012]: 

 semi-parametric Positive-part Shrinkage 
estimator  that, for a ’partially linear model’,  
combines (i) shrinkage of the parametric 
(linear) coefficients with (ii) B-spline modeling 
of NL effects   

 in Simulations: the semi-parametric estimator (a) 
agrees with BIC selection for the ‘parametric’ sub-
model, (b) reduces MSE relative to kernel estimators 
of the NL effects, (c) outperformed the absolute 
penalty estimators when the ‘true model’ was large 

 Preliminary results of Comparisons with Lasso & 
(computationally expensive) Adaptive Lasso in-
conclusive: Need for Further Simulations ?    

 



 

(SELECTED) UN-RESOLVED ISSUES & 

CHALLENGES FOR STRATOS TG2: 

 (1) Systematic Comparisons of Alternative Smoothers and 
Modeling Strategies for Splines Fitting  

 (2) Optimization of procedures for selecting NL and/or TD 
effects of Continuous Variables in Survival (link to TG8) 

  (3) Assessment of Performance of Alternative (traditional & 
computer-intense) Algorithms for Variable Selection and/or 
Shrinkage in Complex Multivariable Analyses 

 (4) Novel Comprehensive Model Building Strategies for Combining 
Flexible Modeling of Continuous Variables & complementary 
approaches for Variable Selection/Shrinkage ?   

 (5) Developing & Validating Inference Methods to Account for 
Impact of Data-Dependent choices in (2)-(4) on the Variance  

 

*** (6)  All issues (1)-(5) need Innovative, Complex, Clinically 
Realistic    Simulation Designs for Multivariable modeling 
with Correlated variables and NL/TD effects! 
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THANK YOU 

Michal.Abrahamowicz@McGill.ca 
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